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Abstract

The Kazhdan Constant of (Zp,Γp)

By

Edward K. Voskanian

Let p be any prime number greater than 2 and let Γp be the set consisting of all

squares in the group Z×p . From [2], the Kazhdan constant of the pair (Zp,Γp) denoted

κ(Zp,Γp), is bounded below by a formula involving the second largest eigenvalue of

the Paley graph Cay(Zp,Γp), which gives
√

2 as its best estimate as p tends to infinity.

The main work of this thesis is providing another formula for the lower bound that

tends to 2 as p tends to infinity. And because the Kazhdan constant is bounded above

by 2, we get the best possible lower bound in the limit. We use the Chinese Remainder

Theorem to obtain explicit formulas for κ(Zp,Γp) that are valid for particular classes

of primes. However, we do not obtain a generalized formula for any prime. Instead

we use a result by Peralta to get a lower bound on κ(Zp,Γp). We then take the limit

over p to get our main theorem.
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Chapter 1

The Kazhdan Constant

In this chapter, we define the Kazhdan constant for a finite group/subset pair and

then ultimately fix our attention to the pair (Zp,Γp). For a given odd prime, the

irreducible unitary representations of the group Zp allow us to determine the value

of κ(Zp,Γp) as the distance of a chord on the unit circle. From this perspective, we

obtain new results on the Kazhdan constant, one of which is obtaining a formula valid

for any prime number congruent to 3 modulo 4.

1.1 Representation Theoretic Invariant

We begin by defining the Kazhdan constant for a given pair consisting of a finite

group G and a nonempty subset Γ ⊂ G. As we will see in the definition, to obtain

the Kazhdan constant of the pair (G,Γ), we must have a complete set of inequivalent,

nontrivial, unitary, irreducible representations of the group G, all of which will be

defined in this section. Note that we will call this collection the unitary irreps of G,

not to be confused with the shorthand for an irreducible representation. Equipped

with the unitary irreps of the groups Zn and S3, we will demonstrate how to calculate

a Kazhdan constant for pairs involving these groups.

Definition 1.1. Let G be a finite group. A representation of G is a group homomor-

phism ρ : G → GL(V ), where V is a finite dimensional vector space, and GL(V ) is

the general linear group consisting of all bijective linear transformations from V to
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itself with function composition as the group operation.

From the definition above, a given representation of a group G comes with

a finite dimensional vector space V . For our purposes, we only want to consider

representations that correspond to unitary operators. That is, we want the induced

vector space V to be equipped with a G invariant inner product.

Definition 1.2. If ρ : G→ GL(V ) is a representation of G with

〈ρ(g)v, ρ(g)w〉 = 〈v, w〉

for all g ∈ G and v, w ∈ V , we say that ρ is unitary.

Definition 1.3. Let G be a finite group and ρ : G → GL(V ) a representation of G.

Given a subspace W of V , if ρ(g)w ∈ W for all g ∈ G and w ∈ W , we say that the

representation restricted to vectors in W is a subrepresentation. A representation is

said to be irreducible if the only subrepresentations are those restricted to the trivial

subspaces V and {0}.

We will define the Kazhdan in two parts.

Definition 1.4. Let G be a finite group, and let Γ be a nonempty subset of G. Let ρ

be a unitary representation of G. We define

κ(G,Γ, ρ) = min
‖v‖=1

max
γ∈Γ
‖ρ(γ)v − v‖

.

Definition 1.5. Let G be a finite nontrivial group, and let Γ be a nonempty subset

of G. Define

κ(G,Γ) = min
ρ
{κ(G,Γ, ρ)}

2



where the minimum is over all irreducible, nontrivial, unitary representations ρ of G.

The number κ(G,Γ) is called the Kazhdan constant for the pair (G,Γ).

The unitary irreps associated with calculating κ(Zp,Γp) allow us to take our

problem into a geometrical setting, and they are given in the following theorem, which

is taken from [2, p.173].

Theorem 1.6. The irreducible representations of Zn are given by ρa(k) : C → C

defined as

ρa(k)z = e
2πiak
n z,

where a = 0, 1, 2, ..., n− 1.

Moreover, ρ0, ρ1, ρ2, ..., ρn−1 form a complete set of inequivalent, unitary, irre-

ducible, representations of Zn.

In the following example, we see how the unitary irreps of the group Zn simplify

things. Because of how the maps are defined, we can factor out the vector v in

Definition 1.3 and thus ignore the minimum.

Example 1.1.1. Let G = Z6 and let Γ = {1}. We have that

‖ρa(1)z − z‖ = ‖e
2πi(a)(1)

6 z − z‖

= ‖z‖ · ‖e
πi(a)

3 − 1‖.

Hence,

κ(Z6, {1}) = min
a=1,2,...,5

{
min
‖z‖=1

‖z‖ · ‖e
πi(a)

3 − 1‖
}

= min
a=1,2,...,5

{
‖e

πi(a)
3 − 1‖

}

3



= min

{
‖e

πi
3 − 1‖, ‖e

2πi
3 − 1‖, ‖eπi − 1‖, ‖e

4πi
3 − 1‖, ‖e

5πi
3 − 1‖

}
= 2− 2 cos

π

3
= 1.

The following proposition generalizes Example 1.1.1 to any natural number n.

Proposition 1.7. Let n be a natural number with n ≥ 2. The Kazhdan constant for

the pair (Zn, {1}) is given by the formula

κ(Zn, {1}) = 2 sin
π

n
.

Moreover,

lim
p→∞

κ(Zp,Γp) = 0.

Proof. Let θ ∈ R with 0 ≤ θ ≤ 2π. We get

|eiθ − 1| =
√

2
√

1− cos θ = 2

√
1− cos θ

2
= 2 sin

θ

2
.

Using this identity, we get

κ(Zn, {1}) = min
ρ
{κ(Zn, {1}, ρ)}

= min
a=1,2,...,n−1

{
min
‖z‖=1

max
γ∈{1}

‖e
2πiaγ
n z − z‖

}
= min

a=1,2,...,n−1

{
min
‖z‖=1

‖z‖ · ‖e
2πia
n − 1‖

}
= min

{
‖e

2πi
n − 1‖, ‖e

4πi
n − 1‖, ‖e

6πi
n − 1‖, ..., ‖e

2(n−1)πi
n − 1‖

}
.

= min

{
2 sin

π

n
, 2 sin

2π

n
, 2 sin

3π

n
, ..., 2 sin

(
(n− 1)

π

n

)}
.

Notice that we are minimizing f(x) = 2 sin π
n
x over integer values in the interval

4



[1,n− 1]. See Figure 1.1. Therefore,

κ(Zn, {1}) = min
a=1,2,...,n−1

{
2 sin

πa

n

}
= 2 sin

π

n
.

Having acquired a formula for κ(Zn, {1}), we simply take a limit to get the second

result.

2 4 6 8

-0.5

0.5

1.0

1.5

2.0

Figure 1.1: Minimum value from the graph.

Remark 1.8. We present an alternate proof for Proposition 1.7.

We have that

κ(Zn, {1}) = min
{
‖e

2πi
n − 1‖, ‖e

4πi
n − 1‖, ‖e

6πi
n − 1‖, ..., ‖e

2(n−1)πi
n − 1‖

}
,

which is just a minimum among n− 1 chords on the unit circle.

Using the distance formula, we obtain the Kazhdan constant as the length of the

shortest chord. Therefore,

d =

√
(cos

2π

n
− 1)2 + (sin

2π

n
− 0)2 = 2 sin

π

n
.

5



Consider the symmetric group S3. Theorem 1.10 gives all the unitary irreps

for S3 for which we will need to calculate κ (S3, {(2, 3), (1, 2)}) in Example 1.1.2. See

[2] for a proof.

Definition 1.9. Consider the homomorphism sgn : Sn → {−1, 1} where

sgn(σ) =


1, if σ is an even permutation

−1, if σ is an odd permutation

The unitary matrix representation π : Sn → GL(1,C) given by π(σ) = (sgn(σ)) is

called the alternating representation of Sn.

Theorem 1.10. The only unitary irreps of S3 are the alternating representation π1

and the representation π2 : S3 → GL(C2) defined as follows:

π2(()) =

(
1 0
0 1

)
π2((1, 2)) =

(
0 e

4πi
3

e
2πi
3 0

)
π2((1, 3)) =

(
0 e

2πi
3

e
4πi
3 0

)

π2((2, 3)) =

(
0 1
1 0

)
π2((1, 2, 3)) =

(
e

4πi
3 0

0 e
2πi
3

)
π2((1, 3, 2)) =

(
e

2πi
3 0

0 e
4πi
3

)

Example 1.1.2. Let G = S3, and let Γ = {(1, 2), (1, 2, 3)}. We will calculate the

Kazhdan constant of the pair (S3,Γ). And so we must first calculate κ(S3,Γ, π1).

κ(S3,Γ, π1) = min
‖v‖=1

max
γ∈Γ

∥∥π1(γ)v − v
∥∥

= min
‖v‖=1

max {‖π1((1, 2))v − v‖, ‖π1((1, 2, 3))v − v‖}

= max {2, 0} = 2.

6



Now we calculate κ(S3,Γ, π2) Let (a, b)t be a unit vector in C2. Then

∥∥π2((1, 2, 3)) · (a, b)t − (a, b)t‖2 = ‖(ae
4πi
3 − a, be

2πi
3 − b)t

∥∥2

=
∥∥e 4πi

3 a− a
∥∥2

+
∥∥e 2πi

3 b− b
∥∥2

=
∥∥− e 4πi

3

∥∥2 ·
∥∥− a+ ae

−4πi
3

∥∥2
+
∥∥e 2πi

3 b− b
∥∥2

=
∥∥e 2πi

3 a− a
∥∥2

+
∥∥e 2πi

3 b− b
∥∥2

=
∥∥e 2πi

3 − 1
∥∥2(∥∥a∥∥2

+
∥∥b∥∥2)

= 3.

So, ‖π2((1, 2, 3)) · (a, b)t − (a, b)t‖ =
√

3 for any unit vector in C2.

Therefore, κ(S3,Γ, π2) ≥
√

3. One can compute that

∥∥π2((1, 2)) · (1, 0)t − (1, 0)t
∥∥ =
√

2.

Hence

max
γ∈Γ

∥∥π2(γ) · (1, 0)t − (1, 0)t
∥∥ =
√

3,

so κ(S3,Γ, π2) ≤
√

3. Therefore, κ(S3,Γ, π2) =
√

3. So,

κ(S3,Γ) = min{2,
√

3} =
√

3.

1.2 The Kazhdan Constant of (Zp,Γp)

From this point on we will only be concerned with calculating the Kazhdan constant

for the pair (Zp,Γp).

Definition 1.11. Let p be a prime number. We define

Γp = {k2|k ∈ Z×p }.

We denote the complement of this set in Z×p as Γp.

7



Example 1.2.1. Here we calculate the Kazhdan constant for the pair (Z5,Γ5). Note

that Γ5 = {12, 22, 32, 42} = {1, 4}.

From definition 1.3, we must minimize the value

κ(Z5,Γ5, ρa) = min
‖v‖=1

max
k∈Γ5

‖e
2πiak

5 v − v‖ = max
k∈Γ5

‖e
2πiak

5 − 1‖

over all the unitary irreps ρa of Z5. That is, we compute the value above for

a = 1, 2, 3, 4 and take the minimum.

For a = 1 and a = 2, we get the following:

κ(Z5,Γ5, ρ1) = min
‖v‖=1

max
k∈Γ5

‖e
2πik
5 v − v‖ = max

k∈Γ5

‖e
2πik
5 − 1‖ = ‖e

2πi
5 − 1‖ ≈ 1.1756

κ(Z5,Γ5, ρ2) = min
‖v‖=1

max
k∈Γ5

‖e
4πik
5 v − v‖ = max

k∈Γ5

‖e
4πik
5 − 1‖ = ‖e

4πi
5 − 1‖ ≈ 1.902

And for a = 3 and a = 4, we get the following:

κ(Z5,Γ5, ρ3) = min
‖v‖=1

max
k∈Γ5

‖e
6πik
5 v − v‖ = max

k∈Γ5

‖e
6πik
5 − 1‖ = ‖e

6πi
5 − 1‖ ≈ 1.902

κ(Z5,Γ5, ρ4) = min
‖v‖=1

max
k∈Γ5

‖e
8πik
5 v − v‖ = max

k∈Γ5

‖e
8πik
5 − 1‖ = ‖e

8πi
5 − 1‖ ≈ 1.1756

And so, κ(Z5,Γ5, ρ) = ‖e 2πi
5 − 1‖ ≈ 1.1756

Notice how κ(Z5,Γ5, ρa) is the same for a = 1 and a = 4, and that it is also

the same for a = 2 and a = 3. In Lemma 1.13, we will show that in general, the value

of κ(Zp,Γp, ρa) is the same whenever a ∈ Γp, and that it is also the same whenever

a ∈ Γp. We will use this fact to simplify the calculation required for obtaining

κ(Zp,Γp).

Proposition 1.12. Let p be an odd prime number. The set Γp is a multiplicative

subgroup of Z×p . Moreover, Γp consists of exactly
p− 1

2
distinct elements.

8



Proof. Let p be any odd prime number and consider the map

φ : Z×p → Z×p

defined as φ(x) = x2 for all x ∈ Z×p .

Let x, y ∈ Z×p be given. Then,

φ(xy) = (xy)2 = x2y2 = φ(x)φ(y).

Hence, φ is a group homomorphism. And since Γp is the image of φ, we have that Γp

is a sugroup of Z×p . By the First Isomorphism Theorem, we get that

Γp = φ(Z×p ) ∼= Z×p / ker(φ).

Since p is an odd prime, Z×p has no zero divisors. So, the only solutions to x2 = 1 are

x = ±1. Thus,

ker(φ) = {1,−1}.

And because we are dealing with finite groups, we get that

∣∣Γp∣∣ =

∣∣Z×p ∣∣∣∣ ker(φ)
∣∣ =

p− 1

2
.

Lemma 1.13. Let p be an odd prime number, and let a ∈ Z×p . Then,

aΓp =


Γp, if a ∈ Γp

Γp, if a ∈ Γp

Proof. Let a ∈ Γp. In Proposition 1.13, we showed that Γp is a multiplicative subgroup

of Z×p . Hence, because aΓp is a coset,

aΓp = Γp.

9



Now, suppose that a ∈ Γp. Then,

|aΓp| = |Γp| =
p− 1

2
.

Note that aΓp and Γp are disjoint cosets both with p−1
2

elements. Hence,

aΓp = Γp.

This completes the proof.

Theorem 1.14. Let p be an odd prime number. Then,

κ(Zp,Γp) = min

{
max
k∈Γp
‖e

2πik
p − 1‖,max

k∈Γp

‖e
2πik
p − 1‖

}
.

Proof. Let p be a prime number. Then,

κ(Zp,Γp) = min
a=1,2,...,p−1

{
min
‖z‖=1

max
k∈Γp
‖e

2πiak
p z − z‖

}
= min

a=1,2,...,p−1

{
max
k∈Γp
‖e

2πiak
p − 1‖

}
.

The rest follows follows immediately from Lemma 1.13.

Definition 1.15. Let p be an odd prime number. An integer a 6≡ 0 (mod p) is a

quadratic residue modulo p if it is congruent to a perfect square modulo p and is a

quadratic nonresidue modulo p otherwise. The Legendre symbol is a function of a and

p defined as follows:

(a
p

)
=



0, if p divides a

1, if a is a quadratic residue modulo p

−1, if a is a nonquadratic residue modulo p

10



Remark 1.16. Let p be an odd prime number. From Definition 1.15, Γp is the set

consisting of every quadratic residue modulo p of the group Z×p , and so Γp is the set

consisting of all nonquadratic residues.

Definition 1.17. Let p be any given odd prime number, and let Pp denote the pth

roots of unity except for z=1. Define the function Φ : Pp → {1,−1} as:

Φ(ζkp ) =


1, if

(
k

p

)
= 1

−1, if

(
k

p

)
= −1

where ζkp = e
2πik
p . If Φ(ζkp ) = 1 we call ζkp a square and say that it has positive

quadratic character, otherwise we call it a nonsquare and say that it has negative

quadratic character.

We know that any prime number greater than 2 is congruent to either 1 or

3 modulo 4. In the case where p ≡ 3 (mod 4), we can use Definition 1.17 to write

an explicit formula for κ(Zp,Γp). To do this, we will need Euler’s criterion. We

reformulate the theorem so that it fits to our needs, the proof is in [4].

Theorem 1.18. Euler’s criterion. If p is an odd prime and a ∈ Z×p , then

a(p−1)/2 =


1, if a ∈ Γp

−1, if a ∈ Γp

Proposition 1.19. If p is a prime number congruent to 3 modulo 4, in the pth roots

of unity, Φ(ζnp ) 6= Φ(ζ−np ) for all n = 1, 2, 3, ..., p − 1. And if p is a prime number

congruent to 1 modulo 4, Φ(ζnp ) = Φ(ζ−np ) for all n = 1, 2, 3, ..., p− 1.

Proof. Let p be a prime with p ≡ 3 (mod 4) and suppose without loss of generality

that Φ(ζnp ) = Φ(ζ−np ) = 1 for some n < p. Then by Definition 1.17,
(
n
p

)
=
(
−n
p

)
= 1.

11



From Euler’s criterion,

1 ≡ (n)(p−1)/2 ≡ (−n)(p−1)/2 ≡ (−1)(p−1)/2(n)(p−1)/2

≡ (−1)2k+1(n)(p−1)/2

≡ −(n)(p−1)/2 ≡ −1 (mod p), for some integer k.

This is impossible, and so we get the first part. Now, suppose that p is a prime number

congruent to 1 modulo 4. By the Law of Quadratic Reciprocity, see Theorem A.2 in

Appendix A, we have that
(
−1
p

)
= 1. Now, if Φ(ζnp ) 6= Φ(ζ−np ) for some n < p, then(

n
p

)
6=
(
−n
p

)
=
(
−1
p

)(
n
p

)
=
(
n
p

)
. Which is again impossible, and so we are done.

Theorem 1.20. Let p be a prime number congruent to 3 modulo 4. Then,

κ(Zp,Γp) = ‖ζ(p−1)/2
p − 1‖.

Proof. Let p be any given prime with p ≡ 3 (mod 4). Note that we can write the

statement in Theorem 1.14 as follows:

κ(Zp,Γp) = min

{
max
k∈Γp

∥∥ζkp − 1
∥∥,max

k∈Γp

∥∥ζkp − 1
∥∥}.

It follows from Theorem 1.19 that Φ(ζ
(p−1)/2
p ) 6= Φ(ζ

(p+1)/2
p ). And because the first

and second maximum correspond to the points ζ
(p−1)/2
p and ζ

(p+1)/2
p , we determine

the Kazhdan constant as the minimum of the two line segments
∥∥ζ(p−1)/2

p − 1
∥∥ and∥∥ζ(p+1)/2

p −1
∥∥. Note that the points are distributed symmetrically about the real axis,

and so the line segments have equal length, see Figure 1.2. And so we get a formula

for κ(Zp,Γp).

Corollary 1.21. Considering only prime numbers congruent to 3 modulo 4,

lim
p→∞

κ(Zp,Γp) = 2.

12
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Figure 1.2: formula for p ≡ 3 (mod 4).

Proof. By Theorem 1.20,

lim
p→∞

κ(Zp,Γp) = lim
p→∞
‖ζ(p−1)/2

p − 1‖

= lim
p→∞
‖e2πi(p−1)/2p − 1‖

= lim
p→∞
‖eπi(1−1/p) − 1‖

= 2.

Equipped with a formula, we now have the main result of this thesis nailed for

the prime numbers congruent to 3 modulo 4. Whenever p is congruent to 1 modulo

4 however, we know from Proposition 1.19 that the two points ζ
p−1
2

p and ζ
p+1
2

p at

maximal distance from 1 will have the same quadratic character, and so in this case,

we won’t be able to immediately determine the minimum like we did in the proof for

Theorem 1.20. Using Mathematica, we developed a function that takes an odd prime

number and displays κ(Zp,Γp) as a line segment on the unit circle. After a few runs,

13



it became clear that the Kazhdan constant tends to 2 as p tends to infinity, which

is all we really need anyway. And so, for the remainder of this thesis, every prime

number is assumed to be congruent to 1 modulo 4.

Remark 1.22. Let p be a given prime number, and let Up be the set of all pth roots

of unity in the upper half plane. Consider the map

P :

{
1, 2, ...,

p− 1

2

}
→ Up

defined as P (n) = ζ
(p+1−2n)/2
p . Let n0 be the smallest integer among the set {1, 2, 3, ..., p−1

2
}

such that Φ(P (1)) 6= Φ(P (n0)). We will often times refer to the point P (n0) as the

first flip in quadratic character.

Using Proposition 1.19, when p ≡ 1 (mod 4) we have that

κ(Zp,Γp) = min

{
max
k∈Γ
‖ζkp − 1‖,max

k∈Γp

‖ζkp − 1‖
}

= ‖P (n0)− 1‖.

Example 1.2.2. Using Mathematica, we calculate (Z17,Γ17). The first flip is the

point P (2), so κ(Z17,Γ17) ≈ 1.9237. See Figure 1.2.

We will now state Legendre’s version of Quadratic Reciprocity from the Law of

Quadratic Reciprocity. Combined with the power of the Chinese Remainder Theorem,

we can obtain a formula for κ(Zp,Γp) that is valid when p is among a specified

congruence class.

Theorem 1.23. Let p and q be distinct odd primes. Then

(p
q

)
=


(q
p

)
, if p or q ≡ 1 (mod 4)

−
(q
p

)
, if p ≡ q ≡ 3 (mod 4)

14
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Figure 1.3: κ(Z17,Γ17) displayed on the unit circle.

p ≡ 1 (mod 4) ‖P (n0)− 1‖
5 ‖P (2)− 1‖ ≈ 1.1756
13 ‖P (3)− 1‖ ≈ 1.6460
17 ‖P (2)− 1‖ ≈ 1.9237
29 ‖P (2)− 1‖ ≈ 1.9737
37 ‖P (3)− 1‖ ≈ 1.9551
41 ‖P (2)− 1‖ ≈ 1.9868
53 ‖P (2)− 1‖ ≈ 1.9921
57 ‖P (2)− 1‖ ≈ 1.9932
61 ‖P (4)− 1‖ ≈ 1.9676
73 ‖P (3)− 1‖ ≈ 1.9884
89 ‖P (2)− 1‖ ≈ 1.9972
97 ‖P (3)− 1‖ ≈ 1.9934
101 ‖P (2)− 1‖ ≈ 1.9978
109 ‖P (6)− 1‖ ≈ 1.9749
113 ‖P (2)− 1‖ ≈ 1.9983
137 ‖P (2)− 1‖ ≈ 1.9988
149 ‖P (2)− 1‖ ≈ 1.9990
157 ‖P (3)− 1‖ ≈ 1.9975
173 ‖P (2)− 1‖ ≈ 1.9993

Table 1.1: Table of values for the Kazhdan constant.

15



We now give formulas for κ(Zp,Γp) for different classes of primes. In particular

we give formulas when p ≡ 17 (mod 24) and p ≡ 97 (mod 120).

Example 1.2.3. We can write the formula for κ(Zp,Γp) when p ≡ 17 (mod 24) as

follows: Let us consider only those prime numbers for which we are guaranteed that

Φ(P (1)) = 1 and Φ(P (2)) = −1. Consider the equation(
p−1

2

p

)(
2

p

)
=

(
−1

p

)
.

Since p ≡ 1 (mod 4), we know that
(
−1
p

)
= 1 by Theorem A.2. And so to guarantee

that Φ(P (1)) = 1, using Theorem A.2, we require that p ≡ 1 (mod 8) so that
(

2
p

)
= 1.

At the same time we want Φ(P (2)) = −1, that is, we want
(
p−3
2
p

)
= −1. So, we

consider the equation (
p−3

2

p

)(
2

p

)
=

(
3

p

)
.

Using Legendre’s version of Quadratic Reciprocity, we get(
p−3

2

p

)
=
(p

3

)
.

Since the only quadratic nonresidue in Z3 is 2, we must also require that p ≡ 2

(mod 3). Now, by the Chinese Remainder Theorem, any prime number congruent to

17 modulo 24 will satisfy p ≡ 1 (mod 8) and p ≡ 2 (mod 3).

And so for any given prime number with p ≡ 17 (mod 24), the Kazhdan constant for

κ(Zp,Γp) is given by the formula

κ(Zp,Γp) = ‖P (2)− 1‖ = ‖eπi(1−
3
p

) − 1‖.

And, we can easily check that

lim
p→∞
‖eπi(1−

3
p

) − 1‖ = 2.

16



We will now consider prime numbers for which Φ(P (1)) = Φ(P (2)) = 1 6= Φ(P (3)).

Suppose p ≡ 1 (mod 8) so that
(

2
p

)
= 1.

And so we now want
(
p−3
2
p

)
=
(
p
3

)
= 1 and

(
p−5
2
p

)
=
(
p
5

)
= −1. One solution is given

by the following system of congruences:

p ≡ 1 (mod 8)

p ≡ 1 (mod 3)

p ≡ 3 (mod 5)

Using the Chinese Remainder Theorem, we get that the solution to the above con-

gruences is p ≡ 97 (mod 120). So, if p ≡ 97 (mod 120), the Kazhdan constant for

(Zp,Γp) is given by the formula

κ(Zp,Γp) = ‖P (3)− 1‖ = ‖eπi(1−
5
p

) − 1‖.

And like the preceding formula, we get

lim
p→∞
‖eπi(1−

5
p

) − 1‖ = 2.

This generating process can be repeated indefinitely, giving a never ending

slew of formulas that are each valid for a particular class of primes. Unfortunately,

this does not lead us to a general formula, yet it strongly suggests the existence of

the limit. To conclude this chapter, we will prove that the Kazhdan constant tends

to 2 when considering primes congruent to 5 modulo 8. For the first time, we will get

the limit we want without the use of a formula, and in the second chapter, we will

generalize to any prime congruent to 1 modulo 4.
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Lemma 1.24. Let α be a real number with 1
2
< α < 1. There exists a positive number

Nα such that for any p > Nα, there exists an integer x

απ <
2πx2

p
< π.

Proof. Consider the interval
[√

αp
2
,
√

p
2

]
. Then,

lim
p→∞

(√
p

2
−
√
αp

2

)
= lim

p→∞

√
p

2

(
1−
√
α
)

=
(
1−
√
α
)

lim
p→∞

√
p

2

=∞

Hence, there is a number Nα such that

(√
p

2
−
√
αp

2

)
> 1

whenever p > Nα.

And now we have that for a sufficiently large prime number p, there exists an integer

x such that √
αp

2
< x <

√
p

2
,

which is equivalent to

απ <
2πx2

p
< π.

Theorem 1.25. Considering only prime numbers congruent to 5 modulo 8,

lim
p→∞

κ(Zp,Γp) = 2.

18



Proof. Let p ≡ 5 (mod 8).

By Theorem A.2,
(

2
p

)
= −1 and

(
−1
p

)
= 1. Hence,

(
p−1

2

p

)(
2

p

)
=

(
p− 1

p

)
=

(
−1

p

)
= 1.

So, we deduce that Φ(P (1)) = −1. And since p ≡ 1 (mod 4), by Proposition 1.19,

κ(Zp,Γp) = max
k∈Γp
||e

2πik
p − 1||.

Let α be a real number with 1
2
< α < 1. By Lemma 1.24, there exists a positive

number Nα such that if p > Nα, there is an integer x with α < 2πx2

p
< π. Hence, if p

is a prime with p > Nα, we have

max
k∈Γp
‖e

2πik
p − 1‖ > ‖eiαπ − 1‖.

Therefore, if p is a sufficiently large prime number congruent to 5 modulo 8,

2 > κ(Zp,Γp) > ‖eiαπ − 1‖.

Therefore, since the left side is independent of α, we let α→ 1 and get

lim
p→∞

κ(Zp,Γp) = 2.
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Chapter 2

The End Behavior of κ(Zp,Γp)

2.1 Lower bounds for κ

In this second and final chapter, we will state and prove the main theorem of this

thesis. Up to now, we have seen enough examples suggesting that the Kazhdan

constant tends to 2 as p tends to infinity, and in Section 1.2 we gave a proof without

the need of a formula. However, it was only valid when restricted to p ≡ 5 (mod 8).

Thus we have only been able to argue the limit by making a clever restriction. We

now use a result obtained by Peralta to count the number of squares that show up in

a consecutive run, giving us a way of determining the lower bound of κ(Zp,Γp) valid

for any odd prime p.

With all the results obtained in Chapter 1, we are now only left to deal with

the primes congruent to 1 modulo 8, and so we can simplify our argument because

Φ(P (1)) = 1. So, for a given prime number p, the value of κ(Zp,Γp) corresponds to

the the smallest integer n0 among the set {2, 3, ..., p−1
2
} such that Φ(P (n0)) = −1.

We obtain a formula for the lower bound by limiting how large n0 can be for a given

prime number. That is, we count the maximum number of squares that can occur in

a consecutive pattern. For instance if we know that there are up to 5 occurrences of

triples, we can only have at most 7 squares in a row starting from P(1), so we can

conclude that κ(Zp,Γp) ≥ ‖P (8) − 1‖. First, we will state a theorem from [1] that
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allows us to determine the maximum number of pairs of quadratic residues.

Definition 2.1. The collection {r1, r2, r3, ..., rn} is called a complete residue system

for Zn if

1. For every x ∈ Z, x ≡ (mod ri) for some i = 1, 2, 3, ..., n.

2. ri 6= rj in Zn for i 6= j.

Lemma 2.2. Suppose cj is defined for all integers j, and cj = ck whenever j = k

(mod n). Let r1, r2, ..., rn be any complete residue system modulo n. Then

n−1∑
j=0

cj = cr1 + cr2 + · · ·+ crn =
∑

r (mod n)

cr.

Proof. Since both {r1, r2, r3, ..., rn} and {0, 1, ..., n − 1} make up a complete residue

system, each nonnegative integer i < n is congruent to exactly one rj, and so ci = crj .

Hence, the sums c0 + c1 + · · · + cn−1 and cr1 + cr2 + · · · + crn are just commutations

of one another and thus equal.

Lemma 2.3. If p is a prime number, then

p−1∑
n=0

(
(n− a)(n− b)

p

)
=


p− 1, if a is congruent to b modulo p

−1, otherwise

Proof. By Lemma 2.2, we have that

p−1∑
n=0

(
(n− a)(n− b)

p

)
=

∑
n (mod p)

(
(n− a)(n− b)

p

)

Because n assumes all values in a complete residue system modulo p, we deduce that

n+ a does as well. Hence

∑
n (mod p)

(
(n− a)(n− b)

p

)
=

∑
n (mod p)

(
n(n+ a− b)

p

)
.
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Now, if a ≡ b (mod p), we get that(
n(n+ a− b)

p

)
=

(
n2

p

)
= 1 for n 6≡ 0 (mod p),

thus,
p−1∑
n=0

(
(n− a)(n− b)

p

)
= p− 1.

Now, suppose that a 6≡ b (mod p) and let t = a − b so that t 6≡ 0 (mod p). By

definition,
(
n
p

)
= 0 if and only if n ≡ 0 (mod p). So,

∑
n (mod p)

(
n(n+ t)

p

)
=

∑
n (mod p)
n6≡0 (mod p)

(
n(n+ t)

p

)
.

If we have that n 6≡ 0 (mod p), then there exists a number n such that nn ≡ 1

(mod p).

Now, since
(
n2

p

)
= 1, we get that

∑
n (mod p)
n6≡0 (mod p)

(
n(n+ t)

p

)
=

∑
n (mod p)
n6≡0 (mod p)

(
n2

p

)(
n(n+ t)

p

)

=
∑

n (mod p)
n6≡0 (mod p)

(
nn(nn+ tn)

p

)

=
∑

n (mod p)
n6≡0 (mod p)

(
1 + tn

p

)
.

Since n assumes all values in a complete residue system modulo p, so does n. And

since t 6≡ 0 (mod p), we have that tn does too. So, by setting m = tn, we get

∑
n (mod p)
n6≡0 (mod p)

(
n(n+ t)

p

)
=

∑
m (mod p)
m6≡0 (mod p)

(
n2

p

)(
1 +m

p

)

=
∑

m (mod p)

(
1 +m

p

)
−
(

1

p

)
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Note that 1 +m will be -1 just as many times as it will be +1. Therefore,

∑
n (mod p)
n6≡0 (mod p)

(
n(n+ t)

p

)
= −1.

This completes the proof.

Theorem 2.4.

N(p) =
1

4

(
p− 4− (−1)

p−1
2

)
,

where N(p) denotes the number of pairs of consecutive quadratic residues modulo a

prime number p in [1,p-1].

Proof. Let cp(n) be defined as equaling 1 if both n and n + 1 are quadratic residues

modulo p, and 0 otherwise.

Then,

N(p) =

p−2∑
n=1

cp(n).

It is easy to verify that

cp(n) =
1

4

(
1 +

(n
p

))(
1 +

(
n+ 1

p

))
.

Therefore,

N(p) =
1

4

p−2∑
n=1

(
1 +

(n
p

))(
1 +

(
n+ 1

p

))

=
1

4

p−2∑
n=1

(
1 +

(n
p

)
+

(
n+ 1

p

)
+
(n
p

)(n+ 1

p

))

=
1

4

p−2∑
n=1

1 +
1

4

p−2∑
n=1

(n
p

)
+

1

4

p−2∑
n=1

(
n+ 1

p

)
+

1

4

p−2∑
n=1

(n
p

)(n+ 1

p

)
.

Because there are as many quadratic residues as nonresidues modulo p, we get that
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p−1∑
n=1

(n
p

)
= 0,

and therefore,
p−2∑
n=1

(n
p

)
= −

(
p− 1

p

)
= −

(
−1

p

)
= − (−1)

p−1
2 ,

and
p−2∑
n=1

(
n+ 1

p

)
= −

(
1

p

)
= −1.

So, by using Lemma 2.3 with a = 0 and b− 1, we get

N(p) =
1

4

(
p− 2− (−1)

p−1
2 − 1− 1

)
=

1

4

(
p− 4− (−1)

p−1
2

)
.

Example 2.1.1. Using Theorem 2.4, we can obtain a formula for the lower bound

of κ(Zp,Γp) valid for whenever p ≡ 1 (mod 8). First, from Theorem A.2, we immedi-

ately note that
(

2
p

)
= 1 whenever p ≡ 1 (mod 8). This means that Φ(P (1)) = 1, and

so κ(Zp,Γp) = ‖P (n0)−1‖ where n0 is the smallest integer among the set {2, 3, ..., p−1
2
}

such that Φ(P (n0)) = −1. From Theorem 2.4, since p ≡ 1 (mod 4), the number of

occurrences of a consecutive pair of squares in Up is at most

j =

⌊
1

8
(p− 4− (−1)

p−1
2 )

⌋
=

⌊
1

8
(p− 5)

⌋
.

This means that starting at the point P (1) there can be at most j + 1 squares lined

up in a consecutive pattern. And so it must be true that j + 2 is the greatest integer

among the set {2, 3, ..., p−1
2
} such that

1 = Φ(P (1)) = Φ(P (2)) = · · · = Φ(P (j + 1)) 6= Φ(P (j + 2)) = −1.

Thus for any given prime number congruent to 1 modulo 8, we have

κ(Zp,Γp) ≥ ‖P (j + 2)− 1‖ = ‖eπi[1−
3
p
− 2j
p

] − 1‖.
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Figure 2.1: j+1 squares in a row.

In Figure 2.1, we see the maximum number of squares that can be lined up in con-

secutive order. Note that j
p

= 1
p
bp−5

8
c → 1

8
as p tends to infinity. And so in the limit,

the lower bound is ‖e 3πi
4 − 1‖.

Theorem 2.4 is limited to counting occurrences of only consecutive pairs of

quadratic residues. In order to prove our result, we must utilize a generalized theorem

counting occurrences of arbitrary length.

Lemma 2.5. Let t ≥ 2. Then,

lim inf
p→∞

κ(Zp,Γp) ≥ ‖eπi(1− 1
2t ) − 1‖

where the limit is over all prime numbers congruent to 1 modulo 8.

Proof. Let t be a fixed integer with t ≥ 2, and let p be a prime number with p ≡ 1

(mod 8) that is sufficiently larger than t, we say how large later in the proof. From

Example 2.1.1, we know that κ(Zp,Γp) = ‖P (n0)−1‖, where n0 is the smallest integer

among the set {2, 3, ..., p−1
2
}. Peralta proves in [3] that the number of occurrences of
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an arbitrary pattern of length t of quadratic residues is in the range

p

2t
± t(3 +

√
p).

Hence, because the squares are distributed symmetrically about the real axis as p ≡ 1

(mod 4), the number of occurrences of a consecutive pattern of length t of squares in

Up is at most

j =

⌊
p

2t+1
+
t(3 +

√
p)

2

⌋
.

Thus starting at P (1), there can be at most j+(t−1) squares lined up in a consecutive

pattern. Hence, it must be true that j + (t− 1) + 1 is the greatest integer among the

set {2, 3, ..., p−1
2
} such that

1 = Φ(P (1)) = Φ(P (2)) = · · · = Φ(P (j + 1)) 6= Φ(P (j + 2)) = −1.

choose p large enough, so that the point P (j + (t − 1) + 1) will land in the second

quadrant. Thus for any given prime number p congruent to 1 modulo 8, we have

κ(Zp,Γp) ≥ ‖P (j + t)− 1‖ = ‖eπi[1+ 1
p
−j 2

p
− 2t
p

] − 1‖.

As a quick check, by setting t = 2, we get the lower bound in Example 2.1.1.

Therefore, we have that

κ(Zp,Γp) ≥ ‖eπi[1+ 1
p
−j 2

p
− 4
p

] − 1‖ = ‖eπi[1−
3
p
− 2j
p

] − 1‖.

Note that 1
p

⌊
p

2t+1 +
t(3+

√
p)

2

⌋
→ 1

2t+1 as p tends to infinity. And so in the limit, we get

lim inf
p→∞

κ(Zp,Γp) ≥ ‖eπi(1− 1
2t ) − 1‖.
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Theorem 2.6.

lim
p→∞

κ(Zp,Γp) = 2,

where the limit is over all odd prime numbers.

Proof. Recall that we have already dealt in this thesis with the odd primes p ≡ 5

(mod 8) and odd primes p ≡ 3 (mod 4). Now assume that p ≡ 1 (mod 8).

Let ε > 0, and let t ≥ 2 satisfy

‖eπi(1− 1
2t ) − 1‖ ≥ 2− ε.

Then by Lemma 2.5,

2 ≥ lim
p→∞

κ(Zp,Γp) ≥ ‖eπi(1− 1
2t ) − 1‖ ≥ 2− ε.

Because epsilon was chosen arbitrarily, we get

lim
p→∞

κ(Zp,Γp) = 2 as required.

Now, we quickly explain how this result improves the best possible lower bound

obtained in [2]. The following proposition is both stated and proven in [2].

Proposition 2.7. Let G be a finite nontrivial group, and let Γ ⊂ G. Let d = |Γ|, let

κ = κ(G,Γ), and let λ1 be the second-largest eigenvalue of the Cay(G,Γ). Then

κ ≥
√

2(d− λ1)

d
.

Now, given a prime number p congruent to 1 modulo 4, the graph Cay(Zp,Γp)

is called the Paley graph of degree d = p−1
2

. From [2], we note that the second largest

eigenvalue of this graph is given by the formula

λ1 =
1

2

√
p− 1

2
.
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If we substitute the values for d and λ1 into the inequality above, we get

κ ≥

√
2(p−1

2
− (1

2

√
p− 1

2
))

p−1
2

=

√
2

(
1−
√
p− 1

p− 1

)
.

This is a formula for the lower bound of κ of the Paley graph Cay(Zp,Γp), which is

valid for any prime number congruent to 1 modulo 4. And if we take p→∞, we get

√
2. Thus, we have improved this bound.
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Appendix A

Number Theory Stuff

Theorem A.1. Chinese Remainder Theorem. Let m1,m2, ...,mr denote r positive

integers that are pairwise relatively prime, and let a1, a2, ..., ar denote any r integers.

Then the congruences

x ≡ a1 (mod m1)

x ≡ a2 (mod m2)

...

x ≡ ar (mod mr)

have common solutions. If x0 is one such solution, then an integer x satisfies the

congruences if and only if x is of the form x = x0 + km for some integer k. Here

m = m1m2 · · ·mr.

Theorem A.2. The Law of Quadratic Reciprocity. Let p be an odd prime number.

Then

1. x2 ≡ −1 (mod p) has a solution if and only if p ≡ 1 (mod 4).

2. x2 ≡ 2 (mod p) has a solution if and only if p ≡ ±1 (mod 8).

3. Quadratic Reciprocity. Let q > 2 be another prime distinct from p, and

let q* = ±q where its positive if p ≡ 1 (mod 4) and negative if p ≡ −1 (mod 4).

Then x2 ≡ p (mod q) has a solution if and only if x2 ≡ q∗ (mod p) is solvable.
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Appendix B

Algebra

Theorem B.1. First Isomorphism Theorem.

Let G and H be groups, and let φ : G→ H be a homomorphism. Then:

1. The kernel of φ is a normal subgroup of G.

2. The image of φ is a subgroup of H.

3. The image of φ is isomorphic to the quotient group G/kerφ

31


