
Topic 4-
The matrix of alineartransformat



fhwefiat.it?%falinearTransformatin&Def:-
Let V be a finite-dimensional

vector space
over a

field F.

Suppose {V , ,vz ,
. . ,vn } is a

basis

for V .

We write

D= [vi.v2 ,
. . ,Vn] to mean

that

p is
an orderedbasis

for V ,

that is ,
the order

of the

vectors in p is given
and fixed .



De Let V be a vector space ②

over a
field F with an

ordered basis 13 = [Vi , V2 , .
. ,Vn] .

Let ✗ EV .

Then we can
write × uniquely

in the
form

✗ =
C

,
V
,
1- Czvzto .

.
1- Cnvn

We write

[×]p=(¥
.

)
and call [× ]p the

coordinates

ofxwithrespecttop
( or the coordinate

rector of ×

TÉP1



E×:_ Let V=Ñ, F=R . ③

Consider ( L ) , (Y )
You can check that

(d) , (Y ) are

linearly independent
.

Since are two
linearly independent

vectors and
dim ( V ) = dim (

1124=2

We know that ( L ) , (Y
) are a

basis .

Thus
, p= [ ( t ) , ( i' 1)

is an ordered
basis .

Pick ✗ = (G) .

Let's find [×]p

We need to solve

(L=a( d)
+ c. (T )
✓
coordinates for ✗



This becomes ④

( { 1=6%1+1%1
Which becomes

181=(24-+5)
This gives

5 = C
,

- Cz4=
Hit :)⇔iy ! :|:)

%(
'

◦ it:/
This becomes 4-{É



Thus
,
Cz= -2 .

⑤

And
,
9--5+4=5-2--3 .

So,

✗ =( § / = 3. ( { )
- 2. (Y )

Thus ,

as
.=f}

What if we kept
✗ = ( É ) but

changed to the standard
basis

p'= [ ( t ) ,(
%] .

Then
, ✗

= (G) = 5. (b)
+ 4. (f)

So
, [×]

,
,=( {§]



⑥E Let

V=Pz( IR)={ atbxtcx
≥ / a,b,celR}

F=lR
You

can

Let

p=[ 1 , HX, It ✗
+ ✗ 2) ← show

that

these
3

vectors
are 1in .

Ind .

Since

Consider dim (RIRI)
=3

they
must

, , ,
, ,
,, ,,

Let's find [v]p .

We need to solve

¥+392
= g. It

czlltxltcsfltxtx)

w
v 's coordinates
with respect to B



This becomes

2- ✗ 1-3×2=(91-41-5) . I + (Stg ) - ✗

⑦

-
So we get

This is

C
,
1- Cztc }

= 2

a+←a;;reduced
C }
= 3

We get
C
}
=3

Cz =
- l - Cz

= - I - 3 =
- Y

C
,

= 2 - Cz
- Cz = 2-

C- 4) -3=3

Thus ,
2- ✗+3×2=3

. I - 4. ( ttx)
+ 3. ( It

✗ +✗2)

And [2- ✗ +3×2]p
= )



DEI Let T :v→w
be a

linear transformation
between two

⑧

finite-dimensional vector
spaces over

a

field F.
Let p= [v. is ,

. . ,Vn ]

be an ordered basis
for V and

let 8 be an
ordered basis

for W .

The matrix

[T]! -_ ([THD , /EM, /
• " / [Tl
FinnIEin.IE: vector

✓
w

is called
thematri-f-awi-g0-JI-respec.tl#

If ✓= W and 13=8 , then
we

just write ftp. instead of [T]pP



FE Let V=W=Ñ and F=1R .

Let L :IR2→1R2

be defined by 451=(2×+3)
You can

check that Lisa)linear
transformation .

Let p=[( 11,191]
←

ˢ¥%Yʰ°
Let's compute←A]p=[4! "

491=(841--4)--1
- (b) - 1. (9)¥!!"÷+÷::

output in terms of basis
for

for
'✓= IR
'

w = R2



Thus,

[4,3=44:D , / (4%7)
⊕

=L :-D
that

let # Kitt :D "¥÷÷;÷[
Lets find ,

[if,=[L] ,!



RecaHL(✗y)=G}I ④

LCI )=(Eitc :/ = a. (11+4-1)

4-i )=( 11-1-51 -_ b- (1)
+ d( Y )

pl-ugbasisfor-w.it#p-H
of basis for

W = IRZ

f- 1122 into
L

This becomes

131--1 : / and (-91--1%1)
This becomes

and_E:
I =
atc

If You solve these
you
will get

a= } , c =
- { , b =

- 3- , D=
-{



so
, P'= [ ( it, til ]

vital __ lil HI

4-it- (5) = lil
-¥-1 )

⊕

Thus
,

[Hp ,=[Hiii

=/El :D, /HiD]
=L:{ 1--1%-3%1



Let's calculate [if , ④

IRZ 1122

$
451--67%1

411=(71--2%1+119)

÷:÷i=⇒÷÷±÷:÷:y
[☐¥-44 :D , / [4-11] ,)
=L : :)



What do these matrices do ? ④
Let's see with an example.

Pick ✓ = (d) ←t.hn?e.atheai..Figesof V using
the

IR
≥

R2

'
411=(1%-21--13)

The matrix
that does the

above is

[Dp=[L] ,?=(¥ , )
Let's see :

[☐p[v]p=(¥ , / =/ {%)

+ d- (3) =pftp.v-H/--l.(b)t2.(#L(y--(3)--3.(t)t0-(/



Let 's new see what [L]pi=[L] ,% ④

does to V.

We will show that

[L]pi[v]pi=[4vDp ,
Ñ=waiordinates
as its input and it

computes L
using

the input and outputs
the answer

iwY.LY?iiiYpico..dina#?
Need to

solve :

v=ñ=;¥¥;E
This becomes

(11--1%+2)



This becomes ④

/ =L ,

- ✗2

2=✗ ←
adding gives
3=24
✗
,
= 312s◦n÷¥$

The solution
is

✗
,

= 3/2

✗z=
42

So, ✓ = { (1)
+ ± (Y )

Thus
, [v]pi=(%)

Then ,

[Dp . [v3#
= %)/%)

= (1%11%1-34211421)=(1%2)1%11%1 -1%141

This should be [ (V ☐pi .



Whose P' coordinates are these ? ④

% / :) - % /-11--1%1%1
= 1%1=1 :)

=L (v1

So
,
[Vv )]pi=f%) .

Thus
,
ftp..fr ]p ,

= [Vvip ,

Nowletsseewhatfiff.cl#
I claim

that

[iii. [v] # = [4vBp
So
,
[if ,% wants p

' coordinates asmp.ya.aamp.gg#ygi,§
the answer in p coordinates



We have that

ftp.lvpi-i-5/ (E)
④

= (
141%11-(0×42)
(1)(3/2)+(-31/42))

= (3) = [Vvip

-



theorems Let V and W be

finite - dimensional
vector spaces

④

over a field F. Let p-fr.is/..yVn
]

be an ordered basis for V and

B≤ [Wywz, . . , Wm
] be an

ordered

basis for W .

Let L
: ✓ → w

be a
linear

transformation .

Then ,

[ it,É[×]p= [4×1] ,
'

for all
✗ C- V.

⑤-



proofs Let ✗ EV . ④
Since p=[v , ,Vz , . . , Vn] is a

basis

for V, we may
write

✗ = L ,
V
,
+ & Vat

. . -
t Lnvn

for some & ,
22 , .

.,
Ln C- F.

Then
,
[×]p=( . ;)

Since p '=[w , ,
us
,
. . ,Wm] is a

basis

for W we may
write

L (4) = a , ,
W

,
taz ,Wzt

. - •
+ am ,Wm

L (Vz ) = a ,z W ,
+ Azzwzt

. - • tamzwm

:
:

L ( Vn ) = a ,nW ,
t Aznwzt

◦ • • 1- Amnwm

where aij EF.



④Thus
,

[if:-(Eirik , / ftp.t.o/Elv.Dp/
A , ,

912 • ◦ •
Ain

= [" "" °
" °
" "

:

÷ .am. . .
.

a
;)

Now let's get [4×1] pi
and show that

[L ] 'p"[x]p=[Kip '



To get [ (✗Dp ' we need to ④

express Lcx ) in terms of p !

We have that

L( × / =L /Liv , tdzvzt
. . .
ttnvn )

= 4441+2<441 to . .
+ 44th )

kneT
=s t.la#-a.wii-...+aTwn ,
+& /aizw-taw-H.ru

)

to ◦ .
t

+ ✗n(anw.tay.ws#-anwmt

=]



④
= (49 , ,

1- Lzaizto . _ + Ln 9in ) Wi

+ (492 , tdzazzt.at
✗naan ) Wz

t.o.tt/4amitLzAmzt...ttn9mn)Wm
Thus ,

2 ,a , , +2<9,2+1
- '
+2^9 "

[L( ✗Bp / = ! " '
+ """+ " " + " " ^ ):

✗ 19m ,
tdzclmzt ' ' ' ✗namn

" " °"
" " °
"

" ^

)= (au 922 " " ' A" ( ): : :

Am , Amz
' " ' Amn

=G]É[✗ ] , ☒



④
We can use what we have

developed to convert one

coordinate system into another

coordinate system ,

basis p
'

basis 13Coordinates coordinates
we want a matrix

that does

this coordinate conversion .



theorems Let V be a

finite- dimensional
vector space

④

Over a field
F. Let p

and p
'

be two
ordered bases for

V.

Let I
:V→V be the

identity

"" °"
""+ "

ˢ""=V

for all ✗ EV .

Then,

P P
'

[I],É[x]p=[×]pi
Proo We have

that fIC

[I],É[×]p=p[I(
xD
,
,

= [×]p ,

thmfromWed[orpgltodagJ
The matrix [I]É

'

is called theahangeofbasisn.at#frompto-&



[ Let V= R2, F = IR .

④

Let F- [ ( it , / it] ← ˢ¥%a"
this basis

and F- [ III.fit]←T
Lets calculate [I] ,É .RI :/Rts /R2

we hauethat_I(v
I (b) = (b) = a (1)

+ bf ;)

:÷EÉ!÷:¥⇔
This gives

'

(b) = at :/ + BED
→ (61--19-+3)

( it
--411+4-11 → (91--15+1)



This becomes ④

1=a and
0 = c - d

o = atb l=$
If you solve

these you
will get

a=tz , b = -1-2 , c
= E) D= { .

Thus,

[I],É=( E-ftp.i/E-liDp.)--(:ie1=fE
Let's test this matrix .



Pick v=( 3) ← ʳw!;?,↳ ④
Vector

[v ]
,> =p
(3¥

v-t31-z.li/+s-(Y)-g
Then, '

[v] ,[v7:-[±] !
=

+47m¥.
turns p

-
coordinates

into p
'
-

coordinates

= ((1-2112)+1415)""
4+1%1=4%1

¥+%Éi↑É¥%H⇒=v-



What about w= [8)
Then
,
w=

- 3. (d) to - (9) .

So
, [w]p=(%)

And,

[w ]p,=[I]? '[w] ,
=

"⇒ t:)

=L:¥:H%
Thus
,

(7) =w= -3=(11+3-47)



⑧
Def:_ Let V be a finite -

dimensional vector
space over

a
field F. Let 13 = [v. , V2, ◦ ◦ gun

]

be an
ordered basis for V.

Define
so
,
dimcvkn .

§ : V
→ Fn by oIH=[×]p

/Note
that § depends on

the p

that is chosen,
so
sometimes we

will]
-

[
write Ep instead of just

§

We call
§ the

canonical

isomorphism
?



[ V= PIRI , FAR
④

Let p=[ 1
,
×
,
✗ 2) ←ˢ¥¥

dim ( B. (R ) ) =3

§ : BAR /→ 1133

Let f. = 2-3×+5×2

☒(f) = [f.) p
=

Let f-
<

= 5- ✗
2

* (f.)
= (% 1133
PIRI

"⇒5- ×:-(§ )



⑤

Nd!
Do pages

33 - 36

if you have
time .0therwise,s!



Let's show that I really is ③

anisomorphism-Le.tvbe a finite
dimensional

vector space
over a

field F.

Let p
= [Vyvyan, Vn)

be an
ordered

basis
for V.

Pick the
standard

basis for F ? ie

p :-[ (E) , I
.
. .-1 :D

Then ,
§(v ,)=◦I( IV ,

tout . . . torn /
=
( :& )

Elva)= ☒ (
0-4+1 - Vet . . - torn /

= ( É )
:

:

É(VnI=§(out 0kt
- i. + lvn / = ( )



④

:ri- t:):

Also
,
if ✗EV and ✗ =L ,Yttzvztnitdnvn

then

§(×)=§(4Yt✗zkt
- " ttnvn /

= (¥:/ =L . / ! / +
d. (¥ / t.i.tk/&:)

This is the formula
we
had in a previous

theorem about constructing
linear

transformations . It
shows that

€ is a linear transformation .



⑤

The theorem also said that

since

{☒ v.both, . .,E(
vnl}

={ (¥1k i. (
°

:|}
is a basis

for f-
^

We have
that § is an

isomorphism
between

V and F ?



fcommutativediagram-fle.tvand W be finite - dimensional
④

vector spaces
over a field F.

Let L
: U → W be a linear

transformation .

Let p be
an
ordered basis

for V and

8 be an
ordered basis for W .

Let n= dim
(V ) and m=dim(WI .

✗ 1-21×1
VFW

| EH ± /Er |FhÉsFm

[if- [4,4×1*4×1],



⑤

N:
We are now

back to

what to cover
after

the pgs .

33 - 36::$÷decide how much

to cover by how

much time is left .

Definitely at least
state

the theorems on

U◦Tand



H④ finite-dimensional ⑧

③ Let V,W, -2 bevvector spaces

over a field
F with ordered

bases

413,8 respectively .

Let T : ✓→
W

and V : w → Z
be linear transformations

=L

v
w

0--0-0✗
P 8

÷
Then
,
Uot : ✓ → 2- is a

linear

transformation .

Also, Got]! -_ [u]j[T] ?

proof's HW ☒



H⑤ ④

④ Let V and W be finite-dimensional

vector spaces
over a

field F.

Let ✗ and p be ordered
bases

for V and W .

Let

T
,
:V→w and I :v→w

be linear
transformations .

w
✓

T
,

①
If [1-1]%[1-2] ! ,
then T ,

= Tz .



④H④
② Let V be a finite dimensional

vector space
over a field F.

Let p
be an ordered basis for V.

Let Iv
: ✓ → V

be the

identity
linear

transformation .

That is , Ir
(x ) = ×

for all ✗ c-
V.

V

V

$=×
p

P

Let n=dim(v1 .
0 I 0

. - . 0

Then
. [Ir]p=In=(! ÷ )

O O
- < - l

where In is the nxn
identity matrix



④
theorems Let V and W be

finite-dimensional vector spaces

over a field F. Let T : ✓
→ W

be a linear
transformation .

Let p and 8 be ordered bases

for V and W
,
respectively .

Then
,

T is an isomorphism ( aired
Into)

iff [T]Ñ is invertible .

Furthermore,
if this

is the case

then [F
' ]É=([T]p )

"



④proofi
(=D ) Suppose T is an isomorphism .

v
w

Then T is one-to-one

and onto ,
and

from a theorem B r

in class,
din (V / = din (w ) .

So
,

13 and
8 both have the

same

number of
elements, lets

say

n elements each . # of elements

the #
of

Then , [T]j is nxn
.←inP[Columns,

# of
elements

in 8
is the

Let In=(¥? %) #
of rows

be the nxn
identity

matrix .



Let Iv :V→V be the ④

identity linear transformation

and Iw : W→w be the

identity linear
transformation

w
w

v V

Because T is an isomorphism ,

T
- '

: w → V exists and

is a linear
transformation

( we did
this in class

)
.



Then
,

[1--1] :[if:-p E-it]!=p[I¥¥
H④ T%TH⑤

and

[t],i[i%=[?i%p[Iw]jT?
ToFw

Thus , G)§ is invertible
and

([this'=[F
'] ?



④
(G) Suppose that [T]Ñ
is invertible .

We want to show that
T

is an isomorphism .

We will
show that T

"

exists .

Since [T]pf is invertible it

is a square
matrix .

Let A- = [ftp. ]
Suppose A

is nxn .

Then 13
= [v. is , . . ,Vn

] and

D= [w , ,
Wz ,

-
n,
Wn]

Where
Vi
,
.
- gun

C- V

and W . ,
. . . ,
Wn E
w .



④
Let 13=1-1-1 .
So
,
B is nxn also

.

Let B = (¥ ?
"

- - - Bin

Bz , Baz .
- - B

;zn ]
Bn , Bnz - -

- Bnn

From a previous theorem in class

we can
construct a

linear
transformation

U : w →
V where

U(w ,) = B. iv.
+Baht

. -
- + Bn , Vin

U(wz)
= BizVit

Bzzvzt ' ' 't
Bnzvn

:°

:
÷

U(Wn/ = Binv
,tBznVzt

' - -
+ Brink
,

W

So, [u]ÉBÉÑ-:Én
.-Built .it/3nnVn-



④

Men
,

[u◦T]p=[v.T.IE#u ]:[T] ,!
H④

= BA = A-
'

A-In = [Iv]p

Since [v. T]p=[Iv]p , by
HW

U ◦ 1-
= Iv -

g.ma, , ,

]
G- ◦Dj E],[u]ÉAB=AA"=

In

=[Iw]r

So
, by HW To U=Iw .



④
Since U°T=I✓

and Tov -_ Iw

we know that U=T !

So
,
T
"

:w→V exists

and T is 1-1 and onto .

☒



④Corollary: Let V be a

finite dimensional
vector space

over a field F.
Let p

and p
'

be ordered bases for V. Let

I :V→V be the identity
linear

transformation ④G) = ×
for all ✗ED

Let Q=[I],É be the
change of

basis matrix from p
to p !

p
Then :

① Q is invertible
and Q"=[I]p ,

② If T
: ✓ → V

is a linear

transformation
then

E)p=Q"[T]p
[IT ,%[t]pi[I]%

'



proofing ⑤

① I is invertible and I"=I .

[I:V→V ICH -_✗ for all ✗ c-☐

The theorem for weds says that

Q=[I] ,?
'

is invertible
and

Q"=¢I]É /
"

= [It] ,É=[I]p?

② We have that

Q' ftp.Q = [I] ,:[
t],É[I] ,?

'

_"t[
I]
,
:[1- ◦ I]!

P

Got]! =

[u] :[t]§=[±]É[t]É=_=¥¥¥÷☒.



⑤
De Let A and B be

nxn matrices with entries
in

a field F. We say
that

A and B are similar if

there exists
an nxn

invertible

matrix Q
with entries

from F

Where B= Q
- '

AQ

-

Intheprerioustheoremwe
saw that [T] , and

[ftp. are similar matrices .



⑤Theorems Let V be a

finite - dimensional Vector

space over
a field F. Let

13 be an ordered basis for V.

Let T : V
→ V be a

linear

transformation .

Suppose n=dim(
V ) .

If A is an nxn
matrix with

entries from F that
is

similar to [TT p ,
then

A=[T]g where 8 is some

ordered basis
for V.



proofs we have n=dim(V1 . ⑤

Then 13
= [V. , V2 , . . ,Vn] where

V1
,
✓
2)

• • • ,
Un EV .

Also, [T]p
is nxn .

Since A is similar
to E) p

we know
that there

exists

an invertible
matrix

Q

that is nxn
and has

entries

in F and

A = Q
"

CT]pQ

Let Qij denote
the entry

in Q in row
i and column j .



That is
, ④
Qu Qiz ° " Qin

Qz , Qzz
• •

° Qzn

Q=( :
Qn ,

Qnz • ◦ .
Qnn
]

Define the vectors Wi ,Wz, .
. .,Wn

as follows :

Wi = Quv ,
+ Qzivzt

- ◦ ◦
+ Qn.vn

Wz= Qizv ,
1- Qzz Vet

°o°
+ Qnzvn

◦
:

:
•

:

Wn= Q ,nYtQznkt
. . .
+ Qnnvn

this sum

So
,
Wj=£QijVi ←runsdo[the j- th

e- =L Column

of Q



④
Let ✗ = [Wi , Wa , • • , Wn]

We will now
show that 8 is a

basis for V.

Let's show 8 is a linearly independent
set

Suppose
C

,
W

,
1- Czwzt . u . 1- Cn Wn

= £

Where Ci
,
Cz ,

• ◦ ,
Cn E F.

Then ,#
9 (QuytQavzt.ie/-QniVn#wztCz(QizYtQzaVzti..tQnzVn)

¥ Ñ+E+É
"

= ⑦



Rearranging we get that ⑧

( C , Q"t Cz Qizt
' - • 1- Cn Qin ) V1

1- (C , Qz , t CzQzzt
' " t Cn Qzn ) V2

t ii. c t

1- (4 Qnitcz Qnzt
. . .
ten Qnn ) Vn =

Since p=[4,4 , . . ,Vn
] is a linearly

independent set we
have that

C
,
Q

, ,

tczqizt . . .
1- Cn Qin

= 0

Ci Qz , t Cz
Qzzt . .

- t Cn Qzn ?
0

:

: :

C
,
Qn , t Cz

Qnct ' "
t Cn Qnn

= 0



Rewriting this as a matrix equation ⑤

we get that

f.
" "
" " IF:/=P;)Qz , Qzz
◦ ◦ ◦ Qzn

; i.

Qn , Qni
" Qnn

Thus ,

at 1=1 :|
Since Q is invertible, Q

"

exists and

-
1=0.

"

=

( ¥:/ =Q"Q(
"

In

Thus
,
9=0 , CEO ,

. . . ,
Cn = 0 .



⑧Thus F- [w . ,w . , . ., wn] is a

linearly independent set .

Since 8 contains n vectors and

dim ( V )=n, we know
8 is

a basis for V.

By the definition
of wj , Q=[I]gP

Why ? Wj=É,

Qij Vi

I↳=ÉiiµSo the jth column
of [I] ¥ is

( ) which is the same
as

the jth column of Q .



④Thus
,

Q
- '
= ( [I] E)

"

= [ IT ! = [I] ,!

So
,

A = Q
"

[T]
p
Q

= [I] ,! [Hp [I] I

= [The
☒


