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①

Def Let V
be a vector space

over a
field F. Let

Vi ,Vz, . . ,VnEV.

① The spars
of Vyvz , , Vn is

defined to be

span ({ Visva ,
. . . ,Vn } )

= { tihttzvzt
. .

- ttnvn / 4 . . ,✗nEF}

i¥Éf¥i
,
.
. .mn

Combination

② If ✓ = span ( {4)
V2 ,

. . ,Vn } )

then we
say that

Vi >
V2

> ii.
Vn

Ian
V or we say

that

risk, -
"sun is a spanninget

for V.



E± V = IRS f- = IR ②

Let v , = (
0
,
1) .

Then ,

span ({v ,
} / = { 44 / a c- IR}

= {a 1917 1 4 ER }

= { (0,2 , ) /
a c- IR}

<

V =/R2

V
,
does not sp¥ V= IR?



Let V=R} F- IR . ③
Let W

,
= ( 1,0 ) , Wz

= ( 0,11 .

Then
,

span ( {Wi ,We }/
= { 4W ,

txzwz / a ,✗zER}

= {✗ ,
(1,01+410,1) / 4) KEIR}

= { (4,41 / 4,4 EIR }

= IR
≥

So
,
IR
'

mama "
"

is spanned

(3) 1)= 3W ,
1- I - wz



④
Another way to say it :

Let (a.b) C- IR
?

Then ,

( a.b) = ( a.
01 + ( 0 , b)

= a
- ( 1,01 t b. (0,11

= a. W ,

t b . wz

Thus , ( a. b)
C- span ( { ( 1,01 ,

10,11 } / .



Ex:_ Let f- 1122 and F- IR .

Let 4=(311,4--1-1,1) .

⑤

Do V. is span IRZ

Let ( a. b) c- IR
? alw⑦

The question
is : can

we
✓ solve

the following
equation for

a ,cz

no matter
what (a.b)

is

(a)b)
= C , (2) 1)

tczfbl )

F. v7

The above equation
is equivalent to

(a)b) = ( 2C ,

- Cz
,
Citcz )

This is equivalent to

2C
,
- Cz

= a

c,-Cz



?i÷¥I%÷eiimind ⑥

{② mummy a
row by a

non - zero
constant

③ Add a
multiple of

one row
to

anotherr◦w_
We had

Zc
,
-Ciac,+

Hit :/ EH
: :| :)

(
' '

f
b

0
- 3 -2b 1-a)

b

(
'

◦
I 1- ⇒ a+ :b)



This gives : ⑦
C

,
t Cz =

bcz=-§-at①②
② gives Cz=

- { at }- b.

Sub into ① to get

C
,
-_ b - Cz = b- C- b-

at }- b)

= 3- attsb .

Thus, given any (a.b) C-
IRZ we

can
write

(a)b) = (
Éa+Éb/ • (2) 1) +

(-5-+5-61.1-1,1)
T.TT Tv

for example ,

(1) 1) = 3- (2,171-1-31-1,1)



We showed that ⑧

IRK span { (311,1-1,1) }

=

Lemma:_ ( Hw
1 # Ya )

Let V be a vector
space

over

a field F.
Let 8

be the

zero
vector of

V and let
0

be the
zero

element of
F.

Then , Ow
= ⑤ for all well.

proof's we have
that

Ow (0+0) w
Ow +0W

We know
- ( Owl exists

in V

by ④ .



Thus, ⑨

¥w
=

¥0w+ow
So
,

= Étoww_
Thus,

= Ow . ☒

-



Theorems Let V be a vector ④

space
over a

field F.

Let Vi
, V2 ,

. .

,
Un EV .

Let

W= span ( {4,4 ,
. . . ,Vn } )

= { Gvitczvzt . ◦ ◦ tcnvn /
Ci , . . .,CnEF}

Then :

① W is a subspace
of V.

② w is the
"smallest

" subspace
that

contains 4)
Vz ,

i.yvn .

That is ,
if

U is any
subspace

with

Vi >V2 ,
. . . ,
Vn E
U ,

then
WE U .



proof's ④

① Let's show W is a subspace of V.

( i / If we
set c. =cz= - -

- =q= 0

then we have
that

C
,
V
,
t Czvzt . . -

t Cnvn =

=0vit0Vzti-it0Vne@E8t8t.o. +

=-D
.

Thus
,

ÑEW .

Iii) Let's
show W is closed under + .

Let Wi ,WzEW .

Then ,
W ,

= S ,
V
,
+ Szvz 1- ◦ • • tsnvn

and wz=t ,Yttzvzt
. . . ttnvn

where Si
,
52
,
. . .

,
Sn
,
ti , ta, . . ,

tn C- F.



Then, ④

W
, twz

= S
,
V
,
1- 52kt - a. + snvn

+tilt tart .
- • ttnvn

= (Sitt , )Yt(szttzlrzt . . . + (snttn )Vn

⑤7TH if TF

avtbv Thus, Witwz EW,
since

=(atb s.tt , , Sette , . . . , Snttn
EF

.

Ciii ) Let's show
W is closed

under scalar
multiplication .

Let ZEW
and ✗ EF .

We need to show that
✗ZEW .

Since ZEW
we know that

2- = C
,
V
,
tczvz 1-

• • ◦ 1- Cnvn

for some Ci ,
Cz > • . _,

Cn E F .



Then
, ④

✗ 2- = ✗ ( Civitczvzt . . _ tcnvn )

F- ✗ (Civ , )tx(cult . - it ✗ (Cnn)

④
acytvz )

= (✗9) Yt(✗G) Vet
. . .

1- (✗G) Un

=aytak])
IF IF

④ ⊕

④

a(bw
Thus, ✗ZEW ,

because

(ab)w=
Lc , ,
<cz ,

.
. . , ✗ Cn

€ F
'

By lil , / iii.
( in)

W is a subspace
of V.

☒



② Let W= span ({vyvy.i.vn }) ④
-

Let U be a subspace of V

Where V1
,
V2, . - y Vn E U

We want to show that
W≤ U .

Let ✗ C- W .

Then
,

✗ = ciktczvzt.ie/-CnVn
Where Ci , Cz ,

- i. , Cn
€ F.

is
Since V1

,
✓
2)
" a)
Vn C- U and

closed

U is a subspace
of V we

know that
c. viscus , . .

,qvnE¥%,
Mutt

.

Since Civ , ,
Czvz , . . .,

Cnvn C- U

and V is a subspace
of V we ]c¥ed

know that civ ,
tczvzt.i.tcnvr.EU . Her

Thus
,
✗ C- U .

So
,
W ≤ V. ⑧ ☒



Defy Let V be a vector ④

space over a
field F.

Let V
, >
V2
,
• ◦ ,

Un EV .

We say that
V
, ,
V2
,
. . .

,
Vn are

linearlydependent if
there

exists C , ,
Ca , ◦

◦

,
Cn € F,

that are
not all zero ,

such that

C
,

V
,
tczvzt . . .

tcnvn = §

If there
are no

such Cycz, . . ,
Cn

then we say
that

V1
,
V2
,
. . ,

Vn are linearly

independent .



Let V=lRˢ and F=R . ④
.

Let v. =( 1,91
)

✓2=(-1,2/1)
V3 -_ (0,2,

2)

Are V
, ,Vz, V }

linearly dependent
independent ?

or
linearly

we
want to

see
what the

solutions
are
to

g
,

C
,
V

,
+ Czvztczv}

=

Which
is

alike.li/+slH--f:)
This becomes

1%+1 1+1%1--11



This becomes

2 Czt 2C}I ÷.tt:1
This becomes

C
,
- Cz

= 0

2 Czt 2C}
= 0c,tCzt2

Let's solve
the system :

: : :| :)( O 2 2

" ( ◦ a. y

①

' - '
°

/
°

0 2 2 0

Ei( & ? :-/ E)



④É (ti
'

it :) .

0 0 °
-ables
C , ,

CZ

we get :
C3

②] solve

for
leading

C
,
= CzCz ← Variables

Give free
variables new

name .

LetG
Solve ① & ② by back

substitution .

② gives Cz=-g=-t-✓
① gives c,=Cz=-t@



Thus
,

the solutions to ④
C

,
Vitczvzt ↳ V3 =

are :

c. =
-t

where treainmbCz
= -t

is any

C
}
= t

Thus,

- tv ,

- tvzttv} =
É

for any
te IR .

For example
if t

=L
,
then

dependency_v,-vz+vs←;Y;T'for

XVz=V
Thus

,
Vi > V2,

V
} are

linearly dependent .



Let V=Pz( R ) ④

and F- = IR .

Let w ,
=
-3+4×2

Wz =
5- ✗ +

2×2

Was
= It ✗ +

3×2

Are W , ,
Wz ,

W }
linearly

dependent

or
linearly

independent ?

Consider
the equation

C
,
W ,
+ Czwztczw

}
=

This
becomes

C
,
(-31-4×2) tcz

(5- ✗
+2×4

+ ↳
(17×+3×2) =

0+0×+0×2

This is equivalent
to

ai



Thus, we get ④
- 3C

,
-15Gt C } = O

- Cz t Cz
= 04c,t2qt3

Solving we get

1: : :| :) :y: ¥10
- I 1 0

4 2 3 0

"

(
'

:

-

¥
.

-

¥1 :)
I - I÷÷÷( !

- " " /%
0 2 6 13

¥+123- (
'

◦

_ "
} / )

0 0 39 0



④

(
'

: ? :| :I - I 0 )
This becomes

leading

④-§a-É
variables
C , , (2)

(3

④ - C
}
= °

no
free

④ = 0 variables

solve for leading variables
:

C
,
= § Cat b- ↳

①

Cz =

Cz =
0

Back
substitute .

③ givesc
② gives Cz=Cz=O@
① gives q=§czt¥g=§(o)tÉ(o)=O_✓



Thus the only solution to ④
C

,
W ,
tczwztcz Was =

Is C
,
= O
,
Cz =

0
,
5=0 .

Thus, Wi
,
Wa ,

W
}
are linearly

independent .

€
Summarise
You can

always
write

0 . V
,

+0kt . .
.
torn =

If this
is the

only solution
to

C
,
V ,
tczvzt

- . .
tcnvn

=
Ñ

then
V
, ,Vz , . . .,Vn

Are
linearly independent.

If there
are

more
solutions

then just
the zero

solution
above

then Vi ,
V2 , .

. _ ,
Vn are

linearly dependent .



④

Def:_ Let V be a vector space

over a field F.

Let V1
,
V2
,
. . .,

Vn C- V.

We say
that V1

>
V2
,

. . . ,
Vr

form a basis for V if

① span ( {Visva ,
. . . ,Vn } / = V

and ② Vi > V2 , .
. ,
Vn are

linearly

independent .



Let V=lR
≥

and F=R .

⑤

Let v.
= (8) iv. = (9) .

Claim:_v,,vzisabasisto
P"Last class we showed

that

span ( { v.is
} / = IR

?

② Let's show
that V , ,

V2
are

linearly
independent .

Suppose
C

,
V

,
+ Czvz

=

That is ,
c. (b) +

ca (9) = (8)

Then , (E)
= (8) .

So
,
C
,
= 0 ,

cz=o
is
the

only

solution to
c ,v,tCzVz=É .

Thus ,
V , ,
V2 are

1in .

Ind .

BY ① and ② , V
, ,
V2 are a

basis
for

v=1R2 over F=lR .

☒



[X Let ④

V=M , ≥ ( IR )
-_ { ( Ebd ) / asked c- IRJ

and f- = IR .

Let4--1%1,4=(851,4--1%1,4--189)
Let P={v , > V2 ,

V3 > V4}

claimipisabasisformz.IR/proofofclaim:-
① Let (

Tbd ) c- Mz ,z (
IR ) .

Then,

I :& )=( : :/
+ (8%+1%1+188)

= a (E)+4%1+4%1
+ d /%)

Thus , ( Ebd ) c- span
( p ) .

So
,

13

Spans M >.<
( IR)



② Suppose ④

Civ ,
tczvztczvztcyvy =

This becomes

c. (E)+4%+51%1+418,9=188
)

which
becomes

E) +
(54+6%1+184)=1%1

This
becomes

⇐ E. 1=1 : :)

Which gives

9=0 ,
Cz=

0
,
9=0, Cy

= 0 .

Thus,
Vi
,
V2 , V3 ,

Vy
are

1in .

Ind .

By ① and ② , D=
{ v.sk , 4,4 }

form a
basis

for V=M,z( IR)
over F=lR .

⑤



④

theorems Let V
be a vector

space
over a field F.

Let p={ V , > V2 , . . . .vn }
be a

subset of V.

Then p
is a basis

for ✓ it

and only
if every

vector

✗ C- V can
be expressed

Veb in the
form

✗ =
C
,
V

,
1- Czvzt . - .

t Cnvn

Where C , ,
C2, . .

.

,
Cn E F ,



proofing ④

(A) Suppose every vector

✗ EV can be
written uniquely

in the form
✗ = C. V. tczvzt.at

Cnvn ,

where CIEF .

We want
to show that p

is

a basis
for V.

Since every
✗ EV

is of the

form ✗ = C.
✓ it . _ .

+ Cnvn

we know that

f- span ({v. , . . .vn
} / = span ( p

)
.

We now need to show
that

4)V2 , . . ,
Vn are

1in .

Ind .

Suppose we
want to solve

<
'
Ytczvzt . - • + Gun =

?
"



We know we have ④
OV

,
1- Ovzt . . .

torn =

By our initial
assumption with ✗ =Ñ

this must
be the only

solution

to C
,
Vit Czvzt

. - it Cnvn
= £

.

Thus, Vi , V2 , .
. ., Vn are

linearly

independent .

So
, B. = { risk , ii.

Vn } is a
basis .

(1--17) Let p
be a basis

for V.

Pick some ✗ EV .

Since p is
a basis

for V, P

spans V
.

Thus
,

there exist cycz,
. . .-
GEF

where ✗ = C ,
V
,
+ E-Vzt . . . tenth . ☒



Let's show this expression is unique . ④
Suppose we also had

✗ = civ.tciv.tn . + civ. (**)

for some cisci , .io, CIE
F

.

Computing (
* 1- (** ) we

get

Ñ=✗- ✗ = ( C ,-Citv , + (
cz-citvzt.at

(cñcilvn

Since V
, ,
V2
, .

. . ,Vn Are
1in . ind .

we

have c
,

- ci=O, Cz
- cI=0,

e. ◦ , Cn
- Ci = 0 .

Thus
,
Ceci , Ceci , in, Cn=Cn

'
.

So
,

✗ can be written uniquely

in the form
✗ = c.Vit Curti

. . tcnvn .

☒



NotaliunforthenextTheorem@3zOco.s
.int:1?I#c*ilOX,-3Xz-b-Xs--O-X,tXz--U
Let A ,=( to, -3 , 's

)

Az = ( 0 ,
5
,
- 1)

As = C-
1
,
I
,
0 )×=(x,,×'

Then (* ) can
be rewritten

as

A
,
• ✗ = 0Az Same as

(f)

A } • ✗ = 0



Adding * Crow 1) to @us) ④

10X ,
-3×2+5×3=0
5×2 - ✗3=0¥✗zt¥x

Which can
be represented

by

A. • ✗ = 0

Az•( ITA ,t As)
. ✗ = 0



theorems Let ④

A
, ,
✗ it 9,2×2 1- • • • 1- 9,nXn= 0

Az , ✗ it Azzxzt
. .

. + Azn ✗n=0

: : :
:

am ,
, ,
, amy ,,

. . .
+ amy, ,

) (* )
be a system of

m equations

and n unknowns
where aij

E F

where F is
a
field .

If n > m,
then

(4) has

a
non-trivial

solution .

[That is , there
is a

solution

(✗ 1)Xz , . . . ,Xn
) E F

" to

(t ) with

Cxyxz , . . .
,Xn)≠(0,0, . . . , 01]



proofs We induct on m [the # of
equations] ④

baseca Suppose m=I .

We also assume n
> m

= 1 .

So
,
n ≥ 2 .

So
,
(t) becomes

AnX,tAizXzt'"tA,nXn=_✓ (f)
If a , ,=a,z=

. . .
= am

= 0
,
then an

example of
a
non-trivial

solution

would be × ,

= ✗ z=
◦ . .
= ✗n = 1

.

Suppose one
of the constants

isn't 0 .

WithEiy ,
assume an -1-0 .

means :
the same proofwillwurkinothersituations.LY

Then 1*1 becomes

\,=-aii(anXzt'"t9nXn)-✓



Set ✗5- ✗5- ii. =Xn=I
and ④

✗
,
=
- ai

' ( anti - - +9in ) .

This gives a
non-trivial solution

to (t ) .

Note we
definitely

used n ≥ 2

to get the
non-trivial solution

.

So
,
the base case m=l

is true .

EEY.in?IE-iii-e..emis+r.e
for any

linear system
of m - leg.annwiwmo.tn#)

M - l
unknowns



Suppose we have a system (4) ④
of m equations and n

unknowns with
n > m > 1

.

If all the aij=O ,
then

set ✗ ,=Xz=
◦ ◦ • =Xn= /

and we get a
non-trivial

solution .

Now suppose
some

coefficient aij -1-0.

By renumbering
the equations

and

variables we
may

assume a , ,
-1-0 .

set A ,=(a",an,",am_"
A- 2=(921×22) i. y

Gzn )

:
:
Am = ( 9mi , Amz )

.
. .,
9mn )

✗ = ( × , ,
Xz, .

. ./
✗
n
)



Then (4) becomes ⑧
A. • 11=0

Az . ✗ = 0☐ a-* )
:

Am°X=o

By subtracting
a multiple

of the first

row
and adding

it to the
rows

below

it we can
eliminate × ,

in rows

2 through
m .

We get that

(** )
becomes

A. • ✗
= 0

( Az- a ≥ , ai
' Ai) • ✗ = 0 no

: × ,
in

these
rows

( Am- amaii A.)
• 11=0



④
The last equations

(Az - aaai'Aj✗=o
: (* **,

0(AÉamai'A,)
are a system

of m- l equations

with n - I > m
- l unknowns .

Thus , by
the induction

hypothesis

we can
find a

solution

( ✗ 2) ✗ 3) ◦
• ,
✗n)≠( 0,0, .

. . ,
0 )

to ( * *
* 1 .



Now using this solution (Xz, . . . ,Xn ) ④
to (KKK ) we can also solve

A. • ✗ = 0 by setting

× ,
=
- aiicaizxzt - - - tain Xn)

[
because A ,

- ✗ = 0 is

Auxitaizxzt . "
t a ,n✗n=O

and 9 , ,≠o]

Set ✗ = ( ✗ 1) ✗ 2 / ◦ ◦ ,
✗ n ) .

We have Ai✗=0 .

We also
have that

i ≥ 2
then

Ai • ✗ =p ai ,
ai'A;X_=0

(***)

Thus we
have

solved

A. ◦ ✗
=0

with a
non

-

Az ◦ ✗ = ° trivial
solution .

÷ ☒
Am - ✗ = 0 .



theorems Let V be a vector ④

space over
a field F.

Let Vi ,Vz , . . , Vm
EV where

✓ = span ( { v , ,Vz , .
. ,Vm } ) .

Let Wywz , • ◦ o

,
Wn EV .

If n > M ,
then Wi , Was

. ◦ y
Wn

dependent .

arelinearbc.pe#proof-:Since Vi
,
V2 , .

. .im

we can
write

W ,

= a ,,V , taz ,
Vzt . . .

+ am ,Vm

wi-aizv.la?Vz1-
◦
• ◦ + a ?Vm

✓

:
Wn=AinYtAznV<

1- ◦ ◦ ◦
+ annum

where aij C-
F.



For any c
, ,Cz , . . , Cn E F we ④

have that

Ciwitczwzt ◦ ◦
◦ tcnwn

=

= C
,
(ayktaz.lk/--..tAmiVm)tCz(aizV,tAzzVzti..tAmzVm )

0

°

:
:

:

1- Cn( ainvitaanvztoootamnvm
)

= (Gautczaizt
. . _
+ chain )V ,

1- ( C , Az , tczclzzt
. _ ◦
tcnazn ) Vz

: :
0

1- ( clam ,
+ Czamzt

. ◦ •
1- Gann / Vm



From the theorem from Monday
, ④

since n > m we know that

Cia , , t Czaizt
◦ ◦ ◦
t chain = O

C , Az ,
1- Czazzt

• ◦ ◦ t Cnazn
= 0

:
:9amitca.am/-...tcnamn=@

has a
non-trivial solution

[ É , ,
Ez
,
. . ,
£ ) ≠ (0,0, ◦

◦ ,
0 )

.

Plugging this
solution

into the

previous
page

we
will get

W ,

tczwzt . . .
+ En Wn

= Or ,
1- Orzt

. . .
tovm

=

Thus , W , ,
Wz , .

.

>
Wn

are
/ in .

dep .

☒



Corollary Let V be a vector ④

space over a
field F. Suppose

13 , = { Vi , Vas
.
- •Na } and

132
= { Wi , We , . .> Wb

} are
both

Then a=b
.

basesforV.pro/-:-
Since p ,

is a
basis for

V we

know
that 13 , spans

V.

If b > a ,
then by the

previous

theorem ,
pz
would be

a
linearly

dependent
set of

rectors .

But Bz
is a

basis ,
so the

Be

is a
set of

linearly
independent

vectors .
Thus , b⑤



Now we show a ≤ b. ④

Since pz is
a basis for V we

know that Bz
spans

V.

If a > b ,
then by the previous

theorem , p ,
would be a

linearly

dependent set
of rectors .

But 13 , is
a
basis , so

the B ,

is a set
of linearly

independent

vectors .

Thus ,a≤①

Since b≤ a
and a ≤ b

we
know

that a=b .

☒



The previous Corollary allows

us to make the followingDe"¥j¥④
space

over
a field

F.

We say
that V is

finite-dimensionalif it has
a
basis

consisting
of a

finite number
of

elements .

If V has a
basis with

n

elements
then we say

that

V has dimension
n

and wrii-d.im#!.-.Idim,=(V1--n



f- { } is
called

t're¥
④

A special case is when
V= { } .

This vector space
has no basis .

We define ✓ = { É }
to

have
dimension

Zero,

that is
dim ({ 831=0 .



- Let F be a field ④

and ✓ = F
"

where n ≥ 1 .

Recall ✓ = F
"

is a
vector

space
over F.

We now
show that

din (FY = n

pro We will
construct

what is
called the

standard

basis .

Let Vi
be the

vector with
a

1 in
the
i- th

spot
and O

's

everywhere
else .

That
is ,

V
,
= ( 1 ,

0,0 ,
.
.
. . ,
0 )

V2 = ( 0,1
,
0 ,

.
.
. ,
0 )

:
°

:

Vn= (0,90
,
.
.
. ,
1)



④Let p={v , ,Vz , . . ,Vn}

We will now
show that p

is a

basis for ✓ = f-
^ which will

give
us that dim (FY

= n .

① Bspan=n :
Let ✗ E F

"

Then , ✗
= (f , ,fz , . . ,fn

)

where
fi
,
fz , . . ,

fn C- F .

So ,

✗ = ( f , ,
fz
,
. . . ,
fr )

= (f , ,O, . . ,
0) + ( 0, fz,

.
. . ,
0 )

to ◦ ◦
+ ( 0,0, .

. ,
fn)

= f , ( 1,0 ,
ii. ,
0) + fz

( 0,1 , . .
. ,
0 )

to - - t fn ( 0,0 ,
. .
. ,
1)

= f
,
v , + fzvzt

' ' ' tfnvn



Thus, ✗ C- span ( p ) . ⑤

Therefore, 13 spans V=F
?

②BIslinearlyindependentssvppose.TV
,
tczvzt . ◦

◦ + Cnvn
=

Where
C
, ,
Cz
,
. .

o,
Cn E
F

.

Then ,

C
,
( 1,0 , . . . ,O )

t Cz ( 0,1 ,
. . . ,
0 )

too ◦
+ Cn (0,0 ,

.
. . ,
1) = ( 0,0,

. . .jo)

so, (G)
0
,

. . ,O ) +
( o, Cz , .

. ,
0 )

1- i. . +
( 0,0, .

. .,
Cn ) = (

0,0, ii. ,
O)

.

Ergo , (
C , ,

Cz , . . . ,
Cn ) = ( 0,0, . .

. ,
0 )

.

So
,

9--0,9=0, . . . ,
Cn =

0 .

Thence ,
✓ 1)
V2
,

. . .,
Vn are

1in .

independent .
☒



[✗ Let f- = IR or F- ¢ . ⑤

Let

V=Pn(F) ={a.ta.xtazxtn.tanxnlai.EE
}

One can
show that

✓
◦
= 1

} ntl
vectors

v. = ✗

V2 = ✗
≥

°

:
:

Vn =
Xh

is a
basis

for Pn (F)
over

F
.

So
,

dim ( RCF
) ) = ntl



④
Let F be a field and

V= Mm
,
n
(F) be the set

of

mxn
matrices

with entries
from F.

One can
show that

dim ( Mm ,n
(Fl )

= mon

For example,

Ms ,z ( IR)
= { ({ ¥ ) /

a.bride ,f
c- IR}

A basis
for Ms , ≥

( IR ) is

1%1.1%1,1%1.1:/ 1%1.1%1
So
,
dim (143,2/1121)=3.2--6



Theory : Let V be a vector ⑤
space over

a field F.

Suppose dimfv )=n
> 0 .

Then the following
are
true :

① Let V1 , V2 , . . ,
Vm C- V.

(a) If
m > n ,

then Vi , Vz )
.
. .>
Vm

are
linearly dependent

.

(b) If man ,
then vi.

Vz , -
◦ →
Vm

do not span
V.

(c) If m=n
and Vi

,
V2 , . . ,Vm

span
V
,
then Vi , V2, . . ,Vm

are
also linearly

independent

and hence form
a basis for

V.

(d) If M=n
and 4)V2 ,

. .yVm

are
linearly independent, then

✓ 1)
V2
,
.cc/Vm Span V

and

hence form a
basis for V.



② Let W be a subspace of V.

Then W is finite - dimensional

and dim (w ) ≤ nw
dinar )

mm ,,, w
, , , , man

,

?
if dim (w ) =

dim ( V ) .

⑤



proofs We have that dim( V1 -_n . ⑤

① Let Vi , V2 , ◦ ◦ o, Vm
C-

V.la/Supposethatm7n.5incedimCV1--nwe know
that

V has a
basis with

n
vectors .

So
,
V is spanned by n

Vectors .

From a previous
theorem,

since

m > n
we know

that

::÷÷:÷::÷::÷
"

Let's show that
4) V2 , , , ,Vm

do not span
V.

did_ span
V.



Then from our previous results, ⑤
since MLM ,

and ✓
1)
✓2) ii., Vm

span V
,
we

would have

that any set
of n vectors

must be linearly
dependent .

But since
dimcv )=n

there

must be
a
basis for

V

of size
n .

So
,
there is a

set of
n
vectors

in V that
are
linearly

independent .

Contradiction .

So, Vyvz ,
. . >
Vm

do not span
V.



(c) Suppose m=n and ④
Vi
,
V2, • no , Vm span ✓

We want to
show that vi. V2,

. . ,Vm

are linearly
independent .

HWÉ- # 7-b)

eV≠{
} is spanned

by

some finite
set S

of vectors
.www.ayg.meg.weto#

is a basis
for V

Let 5
= { vi. V2 , . . ,Vm

} .

By this
HW problem,

there is a

subset s
' of s that

is

a
basis for

V.

Since dim
(V1 =n ,

every
basis for

V

has n
vectors

in it .

So ,
S
' has m=n

vectors .

Thus,
5=5 .

Thus,
5- {v.

Nuoro,
Vm}

Is a
basis for V and

is thus

linearly
independent.



(d) Suppose m=n=dim(V1 ⑧
and Vi

,
V2, • ◦ °,

Vm Are linearly

independent .

We want to
show that

✓
1) V2 , . . ,Vm

span
✓ and hence are

a
basis

for V.

Let W= span (
{ v1 > V2 , . . ,Vm

} )
.

So W is a subspace
of V .

We will now
show

•
V

that W=V .

We know
W≤ V.

We need
to show

that VEW
.

Let VEV .

Since dim ( V1
=n=m we

know that

the nH=mH
Vectors

✓ 1) V2 ,
- ◦Nm)V

are linearly
dependent from

part (a) .



Thus
,
there exist ④

CI / Chin, Cm , Cmt ,
€ F
,

not all equal to
zero ,

where

C
,
V

,
tczvzt ◦ • •

tcmvmt Cm+ ,
V =

If cm+ ,
= 0
,
then

GV ,
t Czvzt ◦ . .

t Cmvm
=

zero .

with not all
c
, ,cz, . . . ,

Cm
equalling

But this would
contradict the

fact

that V1
,
V2 ,
ii. , Vm

are
linearly

independent .

Thus, Cmt ,
-1-0 .

So,
we can

solve for
v
in

civ ,
tczvzt ii.

1- Cmvmt Cmt
,V=É
B.



and we get ⑥

V = 5m¥ (- GV ,
- Czk

-

in
- Cmvm )

w

exists

since Cmt, ,
=/ 0

So,

v-f-cmi.ci/v,t(-Cm-+icz)val...t(-Cm-+icm)Vm
Thus

,

VE span ({ Vi ,
V2
,
. . ,
Vm } / = W .

So
,
✓ = W and ✓

1)
✓
2)

' e.)
Vm

span V
and are thus a

basis for V. ☒

Now for part 2 .



② ⑨

Let W be a subspace of V.

We first will show
that W is

finite-dimensional and

dim (w ) ≤ n
= dim (V1 .

If W={ }, then
W is

finite - dimensional
and

dim ( W ) = 0
< n =

dim (V1 .

Now suppose
W ≠ { } .

Then there
exists × ,

EW with

×
,

-1-8 .

Then, { × ,
} §is a linearly

independent
set of vectors

.

Because if c. ✗ 1=8 then 4=0¥?



Continue to add vectors from W ④
to this set

such that at

each stage K ,
the vectors

{ ×
, ,Xz , . . . )

✗ he } are
linearly

✓

independent .

Since w≤ ✓
and

dim ( V ) =n , by

part (a), there

must reach a stage ko ≤ n

where so = { × , ,Xz , . ◦

,
✗
no }

is linearly independent
but

adding any new vector from

W to I will yield
a

linearly dependent
set

.



HW 2- Hai ④
Letbeafinikset

of

linearly independent
vectors from

V

and let XEV
with ✗ ¢-5 .

Then Su { ×}
is linearly dependent,,µ,µ]

Let ✗ EW .

If ✗ C- So
,
then ✗ c- span /So) .

If ✗ ¢ So, then by
the construction

of so we have that
5.U { × }

is linearly dependent
.

So by

HW 2
,
7- (a) , ✗

E Span (
So / .

Thus,
if ✗ EW , then

✗ C-Span (S) .

So
,
W = span (5) .

Since
so is a

1in .

Ind .

Set,
So

is a basis
for W

.

Thus,

dimcwl = ko ≤ n
= dim (V )

.



Now we show that W=V ④ .

Iff dim (w ) = dim (V1 .

(ED) If V=W, then
dim (V ) -- dimlwt

(G) Now suppose dim
( w )=dim(V1 .

Let's show that
W=V .

Then W has a
basis of

n=dim(V1

elements,
call it D= {wiswz ,

. .,
Wn}
V

So
,
W= span (B) .

w

By part
Kd ) , since''

p is a set
of

n
vectors that

are linearly
independent and

n= din (v ) , they
must span

V also !

So, 13 is
a
basis for V .

Thus , W= span
(B) = V. ☒


