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Background

ChatGPT is a language model created by OpenAl,
based on the GPT-3.5 architecture. It 1s a type of artificial
intelligence that can understand and generate natural
language, which means it can read and write like a human
would.

Based on Andrej Karpathy’s “Let's build GPT: from
scratch, 1n code, spelled out.” The team has created a
report that contains the simplified understanding of the
core mechanism that makes ChatGPT work.

'\l// \

Self-Attention Overview
The overall goal of this code 1s to construct for each N N N
token a picture (in terms of features) of the token that will _
follow it. This picture will be used (in code not included Tokens Weights Output
here) to find tokens that best match that feature portrait. N N .

Tokens

Each token t gives the tokens that precede 1t weights
based on the extent to which those preceding tokens help
token t predict the token that follows it. In other words:
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e Each token paints a picture of 1itself, 1.e., a self- body's members = (2101211131310
portrait, that characterizes that token in terms of its Remalle gl i Ly, HikE
features. These self-portraits are expressed as vectors That only like a gulf it did remain
called k (for key).

Weights
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as the value (v) vector. In other words, a token's v vector Matrix of Similarity
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We combine these two collections of weights to = 12 |03576 L
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achieve our goal: enable token t to characterize as well as TS SoRe
possible the features of the token that will follow it. Dot- a0 o B o I o B en B o —i—
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